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Summary

This paper provides a theoretical calibration of Optical
Array Probes (OAP) mounted on a given aircraft, in order to
take into account the aerodynamic influence of the entire
aircraft on the measurements obtained. The measured
parameters are corrected through the computation of the
air flow-field around the entire aircraft carrying the probes,
for different flight conditions, in order to obtain the
corresponding undisturbed values. These undisturbed
values have been compared to the microphysical ones
computed by an atmospheric model, the Regional Atmo-
spheric Modeling System (RAMS). It was found that the
removal of the disturbances made by the aircraft on the
atmospheric conditions is feasible and provides data that
compare much better to the model results. It is suggested
that such kind of airborne data corrections may be per-
formed in order to improve the quality of the observations
if the aircraft and probe geometries are known. Further
information regarding the best location of the OAP probes
on the considered aircraft is also obtained.

1. Introduction

Clouds play a critical role on the Earth’s climate,
the general atmospheric circulation, and the glob-
al water balance (Houze RA, Jr, 1993). For this
reason, the development of sophisticated cloud
parameterizations is needed for more realistic
simulations of cloud processes, as well as for

providing additional information about other
weather phenomena (Kain and Fritsch, 1990;
Tremback, 1990; Pielke et al, 1992; Walko et al,
1995; Harrington et al, 1995; Wu, 1999; Jiang
and Cotton, 2000; Jiang et al, 2000, 2001
among others). The verification of forecasting
systems and algorithms through comparisons to
in situ measurements (often airborne), is also
a fundamental aspect of the development and
improvement process (e.g., Kinne et al, 1992;
Guan et al, 2001, 2002; Mavromatidis and
Kallos, 2003).
It has been asserted that the passage of an air-

craft through a cloud layer for cloud microphys-
ical or air quality observations might result in
the production of ice crystals (e.g., Rangno and
Hobbs, 1983; Woodley et al, 1991; Kelly and
Vali, 1991; Sassen, 1991; Foster and Hallet,
1993). As it has been demonstrated in these
works, the ice could be formed by the homoge-
neous freezing of cloud droplets due to the strong
adiabatic expansion and cooling near the propel-
ler tips. Another point is that the measured water
content values could also correspond to different
upstream values according to the position of the
probe on the carrying aircraft. Because of the
aerodynamic interference between the probe and



the nearest parts of the aircraft, the trajectories of
the atmospheric particles are modified, which in
turn modify the measurements.

The purpose of this work is to present a
method through which the aerodynamic influ-
ence of the entire aircraft on the measurement
can be taken into account for given aircraft geom-
etry, flight conditions and probe geometry and
location on the aircraft, in order to better ap-
proximate the undisturbed cloud microphysics
conditions. For this reason, two numerical ap-
proaches are adopted. The first is based on the
use of the RAMS model, in order to obtain the
undisturbed microphysical condition. The RAMS

outputs are directly compared with in situ mea-
surements in order to examine the performance
of the model. The second, the aerodynamic ap-
proach, is based on the flow field computation
around the ‘‘Merlin IV’’ (see Appendix) aircraft
in order to compute Ice Water Content (IWC) at
the undisturbed region, based on the measured
one. This computation is performed for different
locations of the probe on the aircraft, as well as
for different angles of attack and aircraft’s flight
speed. The undisturbed values issued from the
two approaches were compared, in order to
investigate the influence of the aerodynamic dis-
turbance, caused by the aircraft, on the airborne
measurements.

1.1 Case study (the CARL Spring 1999
Experiment)

The measured IWC values used in this paper
were obtained during the CARL (Investigation

of Clouds from ground-based and Airborne
Radar and Lidar) program, which was a joint
effort between the Institut Pierre Simon Laplace
(IPSL=France), GKSS (Germany) and the Atmo-
spheric Modeling and Weather Forecasting
Group (AM&WFG) of the University of Athens
(Greece). As part of this program, a field cam-
paign took place at the IPSL experimental site
in Palaiseau (Paris=France), involving ground-
based lidar-radar systems (details can be found
in Pelon et al, 2001), as well as airborne mea-
surements (only the latter are used in this paper).
The ‘‘Merlin IV’’ research aircraft, which flew
within the cloud layer by Meteo-France, pro-
vided the airborne measurements at different
flight levels from 6 to 10 km height. It is a
twin-engine turboprop aircraft and in the frame-
work of the project it was carrying the GKSS

cloud-particle measuring system (three sizing
probes for in-situ microphysical measurements,
see Table 1). Data were collected from 26 April
to 14 May 1999.

1.2 Synoptic overview of May 4
cirrostratus=altostratus case

The case chosen for this study consisted of a
homogeneous cloud structure (favorable struc-

Table 1. The ranges of particle sizes of the GKSS probes

Instrument Size range

PMS FSSP-100 2–47 microns
OAP 2D2-C 25–800 microns
OAP 2D2-P 200–6400 microns

1

Fig. 1. ECMWF analysis data, for 12:00 UTC, May 4, 1999: (a) Wind field (arrows) and temperature at the first level above
the ground (at 2 �C intervals); (b) Geopotential height (at 40m intervals) and temperature (at 2 �C intervals) at the 500 hPa
isobaric surface. The location of the experimental site is indicated as PAL (Palaiseau)

Fig. 2. Areas covered by the three nested grids used for the model simulation. The outer grid with 50 km horizontal grid
spacing and center at 44� N latitude and 2�150 E longitude, the second grid with 10 km horizontal grid spacing and center at
48�440 N latitude and 2�150 E longitude and the inner grid with 2.5 km horizontal grid spacing and the same center as the
second grid. The inner square indicates the center of the 2nd and 3rd grid, which coincides with the coordinates of the
experimental site in Palaiseau

Fig. 3. Time/height cross-section of number concentration of frozen water substances (particles=L multiplied by 0.1). For the
preparation of this plot, a vertical column in the model inner domain was extracted from the 3D total ice concentration field,
generated by the model simulation, at time intervals of 12 minutes over the grid point that coincides with the position of the
experimental site in Palaiseau (Reproduction from Mavromatidis and Kallos, 2003)

Fig. 4. Comparison between aircraft leg-averaged measurements and model averaged values of temperature (�C). The x-axis
indicates the constant altitudes of the flight-legs. The model values extracted at the model levels that were the closest to the
flight altitude and the averages were calculated over each specific model level
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ture for modeling and measurement purposes)
observed on the 4 May 1999. On that day, the
edge of a frontal cloud field was passing the site
(not shown), while a deep low-pressure system
located in the middle troposphere moved from
the Western Mediterranean over to the Gulf of
Genoa. This synoptic pattern caused the transport
of continental-type air masses from Eastern
Europe towards the lower layers of the atmo-
sphere in the experimental site (Fig. 1a). During
the same period strong transport of maritime air
masses was evident in the middle and upper
troposphere (Fig. 1b). As a result the temperature
dropped at the lower atmospheric levels and
increased aloft. From early morning the radar
detections showed a Ci=Ac cloud, varying in
thickness, while a homogeneous and deep Cs=As
As cloud formation within the layer 3.5–10.5 km
was observed from 09:00 UTC up to about 15:00
UTC (Pelon et al, 2001).

2. Atmospheric modeling approach

2.1 Brief description of the RAMS model

The Regional Atmospheric Modeling System
(RAMS) is a well-known numerical code initially
developed at Colorado State University and Aster
Division of Mission Research Inc. (http:==www.
atmet.com) as a research model (Pielke et al,
1992). The system allows simulations of the
atmospheric processes on the scales of a few tens
of meters to several thousands of kilometers.
Cotton et al (2003) give an overview of the mod-
el’s current status, focusing on new developments
in the RAMS physics and computational algo-
rithms since 1992.

The physical package of the model describes
various atmospheric effects, also including the
microphysical processes in clouds. The model
involves: two-way interactive nested grid struc-
ture (Clark and Farley, 1984), terrain following
height coordinates, atmospheric turbulent diffu-
sion processes, a modified Kuo cumulus param-
eterization (Tremback, 1990), cloud radiation
schemes (Chen and Cotton, 1983; Harrington,
1997; Harrington et al, 1999), moisture advection
and diffusion, a soil-vegetation model (Walko
et al, 2000), conversion of water vapor to various
types of hydrometeors, various options for upper

and lateral boundary conditions (Klemp and
Wilhelmson, 1978; Davies, 1983).
The RAMS version used for the work pre-

sented in this paper employs the two-moment
scheme for parameterization of cloud micro-
physics, which introduces ice, liquid and mixed
phase hydrometeor categories (Walko et al, 1995;
Meyers et al, 1997). This scheme includes prog-
nostic equations for mass mixing ratios of eight
forms of water substances, which are: vapor,
cloud droplets, rain, pristine ice, snow, aggre-
gates, graupel and hail. Prognostic equations
for number concentrations of the same form are
also included (except for vapor and cloud
droplets).

2.2 Model implementation

For the analysis of the cloud layer, a 48-hour
simulation was performed starting at 00:00
UTC 3 May 1999 with a time step of 60 sec. In
order to exclude any possible influence on the
results of the initial conditions imposed, the
model was initialized 24 hours before the day
of interest (4 May 1999). The RAMS model
was run on three nested grids with a horizontal
grid spacing of 50, 10 and 2.5 km (Fig. 2) and
used a stretched vertical coordinate (45 levels)
for near surface up to 18.3 km. The center of
the 2nd and 3rd grid coincides with the location
of the experimental site. Vertical nesting has
been applied in the second and third grid, permit-
ting adequate resolution of the cloud layer. For
these grids (second and third), 51 vertical levels
have been used. A summary of the horizontal and
vertical grid parameters is provided in Table 2.
The physical parameterization schemes used in
the model simulation included the microphysics
scheme following Walko et al (1995) and Meyers

Table 2. A summary of the grid configuration parameters
for all three RAMS grids. The model parameters include the
number of grid points in the three directions (nx, ny, nz), the
horizontal grid spacing (dx) and the minimum andmaximum
vertical resolutions (dzmin and dzmax)

Grids nx ny nz dx
(km)

dzmin
(m)

dzmax
(m)

1 55 92 45 50 46 1000
2 122 107 51 10 46 1000
3 94 106 51 2.5 46 1000
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et al (1997), the modified Kuo cumulus parame-
terization scheme (Tremback, 1990), the Chen
and Cotton (1983) radiation scheme and an
8-layer soil=vegetation=snow parameterization-
LEAF-2 (Walko et al, 2000). The convective
parameterization scheme was run on the outer
grid, while in all grids the explicit mixed phase
microphysics scheme was activated.

The ECMWF (European Center of Medium
Range Weather Forecasts) 0.5� gridded objective
analysis fields enhanced with soundings and
surface observations (retrieved also from the
ECMWF) were used for initial and lateral bound-
ary conditions every 6 hours for the whole length
of the simulation. An average monthly 1� gridded
sea-surface temperature data set (SST) was used
for the water body, whereas the topography used
for all grids was derived from 3000 resolution
terrain data (USGS data set). Finally, gridded
vegetation type data (USGS data set) of 3000 reso-
lution was used to derive vegetation cover at each
grid cell.

2.3 Results from RAMS simulation

In this section, results of the model-airborne
measurements intercomparisons are mainly pre-
sented, concerning the fields of temperature,
wind speed, wind direction and ice water content
(IWC).

Detailed analysis of the cloud microphysical
characteristics and dynamics based on the model
results of the same case study is reported in
Mavromatidis and Kallos (2003). As it is men-
tioned in this work, a strong wind shear over
the experimental site could be responsible for
cloud formation in the vertical during the initial
stages of the cloud development. The maximum
wind speed reached 15.75m=s at the cloud
base (�3.5 km) and 26.35m=s at the cloud top
(�10 km), while wind direction changed with
altitude from 40� up to 180�. The zero degree
isotherm was located at about 2.8 km ASL in
agreement to the height obtained from a sound-
ing close to the experimental site. The vertical
component of the wind (w) was characterized by
velocities in a range from �0.14 to 0.26m=s,
which are typical values for similar cloud sys-
tems. The model simulation showed that the
lower levels of the cloud deck (the layer between
3–5 km) were characterized by concentration of

aggregates, while snow particles dominated at
levels above the height of 5 km. Pristine ice
particles of small diameter and low density pre-
vailed throughout the cloud body with the high-
est concentrations at the cloud top (�10 km). The
cloud boundaries, as well as the variation of the
total ice concentration over the experimental site
for a 9-hour period are shown in Fig. 3.
Initially, for direct comparisons with obser-

vations, leg-averaged measurements (approxi-
mately 400-s time intervals) were compared with
averaged values of model results for three me-
teorological fields, namely, temperature, wind
speed and direction. The aircraft collected the
data between 11:00 and 14:00 UTC over an area
around the experimental site during six constant-
altitude flight legs (see Table 3), while the model
values were extracted at the model levels that
were the closest to the flight altitudes and the
averages were calculated at each specific model
level (Table 3).
It should be pointed out that the in situ aircraft

measurements are based on samples of only a
few m3 as compared to the model grid volume,
which are of approximately 1011m3. Despite this,
airborne observations are the only existing source
of direct cloud microphysical measurements,
which allow for direct comparison to the results
of atmospheric models. However, the simulated
temperature compares well to the observed tem-
perature during the aircraft measurements (Fig. 4).
Consistent with the aircraft observations were
also the wind speed and direction (Fig. 5 and
Table 3). More specifically, the model slightly
underestimated the wind speed at lower altitudes,

Table 3. Leg-Averaged Values ofWind Speed and Direction
(‘‘Data’’ Columns) and Averaged Values of the Model
Results (‘‘Model’’ Columns) at altitudes that were the clo-
sest to the flight levels. Column 1 indicates the flight alti-
tudes and column 2 indicates the altitude of the considered
model levels

Leg
[Z(km)]

Model
levels

Wind speed
(m=s)

Wind direction
(deg)

Model Data Model Data

1 (6.0) 6.0 km 5.43 6.03 128 131
2 (6.4) 6.5 km 4.41 5.69 134 150
3 (7.0) 6.9 km 4.71 7.54 131 143
4 (7.6) 7.5 km 6.90 8.35 138 150
5 (7.9) 7.9 km 8.55 7.78 138 162
6 (8.2) 8.3 km 9.32 8.18 145 165
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while this field was slightly overpredicted at upper
levels. An exception was observed for the third
flight leg (7 km), where more serious differences
were found. Within this flight altitude the simu-
lated wind speed was significantly lower (37%)
than the measurements. Wind direction differ-
ences are within a range of less than twenty five
degrees throughout the entire layer where mea-
surements were taken.

On the second stage, the measured data were
analyzed over 50-s averaging intervals for every
flight leg over distinct, 2.5-km grid points, within
the model’s inner domain (grid 3 in Fig. 2), coin-
ciding with the area covered by the ‘‘Merlin IV’’
flights. The modeled data was extracted from the
3D-fields over these specific grid points at model
levels close to the altitudes of the flight legs.

To gain insight into the accuracy of the cloud
microphysical simulations, comparisons between
the model and aircraft IWC were made. A scatter
plot of model and measured IWC is displayed in
Fig. 6 with the square of the corresponding linear
correlation coefficient. As it is shown, the simu-
lated IWC values compare quite well with those
derived from the measurements. It should be
noted that the comparisons shown in this work
are for ice particles with diameters greater than
25 microns. This is because the modeled IWC

and number concentration for small size parti-
cles (diameter<25 microns) deviate significantly
from the measurements, with the model values
being highly underpredicted (approximately
three orders of magnitude). This deviation may
be attributed to the reduced accuracy of the mea-
suring system or to the model parameterization
or both.

More specifically, in the present work the
characteristics of small size ice particles were
measured by an FSSP-100 probe (see Table 1).
The FSSP is designed to measure droplet char-
acteristics although it responds significantly to
ice particles. Details and uncertainties related
to the FSSP measurements can be found in
Baumgardner et al (1985) as well as in Gardiner
and Hallet (1985), who examined the splintering
of ice particles on the front of a FSSP. They
showed that, because of the generation of many
small ice particles due to the splintering, false
counts due to ice particles could be as high as
two or three orders of magnitude greater than the

Fig. 5a. Modeled wind speed
and direction at the considered
model levels (shown in Table 3),
and (b) measured wind speed and
direction at the considered flight
levels (shown in Table 3). All
wind speed arrows are shown
at the same scale. Wind vectors
for the same level are denoted
by the same number and color

Fig. 6. RAMS simulated IWC versus measured values for
all flight-legs. The model values are extracted at the model
levels that were the closest to the flight altitudes. The solid
curve represents the least square regression line. The least
square regression line equation and the square of the linear
correlation coefficient (R2) are also shown
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actual ice crystal number concentration. As far as
the RAMS simulation is concerned, it seems that
the microphysical scheme fails to correctly gen-
erate small sized ice particles, which needs
further investigation.

As such, the comparison of modeled and
observed values on the small size particles can-
not be considered as complete and it is not
further discussed in this paper.

3. Modeling approach through
aircraft aerodynamics

The atmospheric particles have mass and there-
fore inertia, which determines how closely they
will follow the streamlines. The higher the iner-
tia, the higher the difference between the local
flow velocity and the particle velocity. This veloc-
ity difference makes that a fluid force is exerted
on the particle. The higher the value of the fluid
force, the higher the deviation of the particle
trajectory from the streamlines, especially at re-
gions of high curvature. In this section, a numeri-
cal approach is presented in order to handle this
problem.

A trajectories tube from the undisturbed region
(starting plane) to the probe (target plane) is
shown in Fig. 7. Assuming that, for a given atmo-
spheric particles class the trajectories have no
common point, there is a water mass conserva-
tion through the trajectories tube. This leads to
the following equation:

W1S1V1 ¼ WTSTVT ; ð1Þ

where the indices T and 1 are referred to the
near probe (target) regions and the undisturbed
respectively while W, S and V are the IWC or
LWC (g=m3), starting and target area (m2) and
particle velocity far and close to the probe,
respectively. The quantity, which must be deter-
mined, is W1 (undisturbed IWC or LWC). From
Eq. (1) it follows that:

W1 ¼ WTSTVT

S1V1
: ð2Þ

In Eq. (2), the following quantities are known:

V1¼ flight speed (TAS: true air speed),
WT ¼measured LWC or IWC,
ST ¼ probe frontal area,

S1 and VT must be calculated and in order to do
this a particle trajectory computation is needed.
The contour of ST is approximated by a number
of (known) points. Same procedure for S1 but in
this case the points of this contour must be deter-
mined. Each point of S1 contour (starting point)
corresponds to a point of ST contour (target
point).
This computation, which is a Lagrangian ap-

proach, starts with a first estimation of the
starting point, which corresponds to a given
target. Then, the trajectory is computed by solv-
ing step by step the equation of motion of the
particle. The calculation stops when the target
area is reached and after a correction of the
starting point position is repeated until the final
point of the trajectory and the target point are
as close as the user prescribes. Once the final
point of the trajectory is known, VT is also
known.
The particle equation of motion is

mP

d~VVP

dt
¼ ~FFAER þ~FFB þ~FFA þ~FFI þ~FFO

þ~FFOR þ ~WWP; ð3Þ
where:

mP ¼ particle mass
~VVP ¼ particle velocity at any point of its

trajectory
~FFAER ¼ aerodynamic force
~FFB ¼Basset force (depends on the history of

the particles motion)
~FFA ¼Archimedes force
~FFI ¼ force due to the inertia of the displaced

fluid (by the particle)Fig. 7. Trajectories tube
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~FFO ¼ force due to the existence of a transversal
velocity gradient regarding to the particle
direction of motion

~FFOR ¼ force due to the attitude of the particle
regarding to the local flow direction

~WWP ¼ particle weight.

A first estimation shows that, all forces are
negligible, compared to ~FFAER and ~WWP (Guffond,
1981). ~FFAER is due to the particle inertia, which
forces the particle to move slower than the local
flow and its module is

~FFAER ¼ 1

2
�AIRSPCDð~VVf � ~VVPÞ2; ð4Þ

where:

�AIR¼ air density at the considered flight level
SP ¼ particle frontal area
CD ¼ particle drag coefficient (depends on the

particle habit)
~VVf ¼ local flow velocity.

The particle drag coefficient is calculated as
a function of the Reynolds number and of the
habit of the particle (Clift et al, 1978; Beard,
1976; Auer and Veal, 1970). It is also as-
sumed that the particle can respond sponta-
neously to any local flow direction change, so
its frontal surface is always normal to the local
flow direction.

According to the above, the particle equation
of motion is

mp

d~VVp

dt
¼ 1

2
�AIRSpCD

ð~VVf � ~VVpÞ
j~VVf � ~VVpj

j~VVf�~VVpj2 þ ~WWp;

ð5Þ
which is solved step-by-step using a 4th-order
Runge-Kutta scheme. The dependence of Eq. (5)
on the local flow velocity Vf requires that the
flow characteristics at any point around the probe
(so around the aircraft) must be known.

In order to compute the flow field character-
istics at any point around the aircraft, an in-
house vortex lattices panel method code was
used (Katz and Plotkin, 1991). This choice
was driven by the need for fast obtainable accu-
rate results. This approach is also not demand-
ing as far as computer memory is concerned.
The code has been used in the past for several
applications and types of aircrafts either civil or
military.

3.1 Calculation of the flow field around
the entire aircraft including probes

3.1.1 Position of the problem

The aerodynamic flow field around the aircraft
must be known as a function of the aircraft’s
geometry, flight speed, attitude (angle of attack),
and sideslip angle. It should be noted that in the
aircraft’s geometry the shape of the probes, as
well as their exact location on the aircraft are
also included.
Due to the complex geometry involved, only

a numerical approach is possible. There are well
known numerical approaches where the air is
considered either as a viscous or a non-viscous
fluid, but in any case the geometry must be de-
scribed by points combined in order to form ele-
mentary surfaces, which approximate the surface
of the aircraft. Depending on the approach, the
flow field parameters are computed for given
flight conditions using Navier-Stokes equations
(viscous approach), Euler equations or a Singu-
larities method (non-viscous approach).
In the case of Navier-Stokes and Euler equa-

tions a grid must be generated on and around the
aircraft at each node of which the flow param-
eters are computed. This approach demands
high memory capacity, it is time consuming
and it is not always converging. On the other
hand, there is no need for grid around the aircraft
in the case of Singularities method. This ap-
proach is not very demanding in memory capac-
ity and is generally fast converging. For this
reason it was adopted in our case.

3.1.2 Singularities method (Panel method)

The local flow velocity at any point around the
aircraft (or around an immersed obstacle in a mov-
ing fluid in general) is the vector sum of two other
velocities: the free stream (undisturbed) velocity,
which would be observed at the considered point
in the absence of the obstacle and the disturbance
velocity, which is due to the presence of the obsta-
cle. In our case the free stream velocity is known
(flight speed), so if the disturbance velocity is
computed, the local flow velocity can be defined.
In order to compute the disturbance velocity

at any point of the flow field, singularities of
unknown strength are considered on any elemen-
tary surface (panel) used to approximate the air-
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craft’s geometry. Different types of singularities
can be used, such as sources, doublets or vortex
lattices. The strength of those singularities is dif-
ferent from an elementary surface to another. A
Neumann type boundary condition is applied at
any point of the surface of the aircraft (usually
the centroid of every elementary surface), which
states that the vector sum ~VVR of the free stream
velocity ~VVR (flight speed) and of the local dis-
turbance velocity~VVDIST must be tangent to the
surface at the point considered. This is a slip
condition and physically means that the surface
of the obstacle is considered as a stream surface
because, as it was mentioned earlier, the air is
considered as a non-viscous fluid. The mathemat-
ical translation of this boundary condition is that
the scalar product of the local velocity ~VVR by the
local external normal unit vector of the surface~nn
equals to zero.

~VVR �~nn ¼ 0: ð6Þ
The local disturbance velocity is the vector sum
of the velocities induced by the singularities of
every elementary surface on the considered point
(so it is a function of their strength).

The velocity induced by a singularity located at
the panel j at the centroid of the panel i depends
on the strength of this singularity, on its distance
from the targeted centroid and on the exact shape
of the panel carrying the singularity. As the geom-
etry of the aircraft is known the induced veloc-
ity can be considered as the product of a velocity
induced by a singularity of unit strength (which
can be calculated) times the actual strength of the
singularity, which is unknown. In this way, the
disturbance velocity at the centroid i induced by
the singularities of every panel approximating the
surface of the aircraft (including i) is

~VVDISTi ¼
XN

j¼1

~��ij�j; ð7Þ

where, ~��ij is the velocity induced by a singularity
of unit strength located at the panel j on the cen-
troid of the panel i, �j is the unknown strength of
the singularity located at the panel j and N is the
total number of panels, which approximate the
surface of the aircraft. It must be noted here that
the velocity induced by the singularity of the tar-
geted panel (panel i) on its own centroid is also
taken into account (self-induction).

Equations (6) and (7) applied to the centroid of
panel i, are giving:

ð~VV1 þ ~VVDISTiÞ �~nni ¼ 0 ) ~VVDISTi �~nni

¼ �~VV1 �~nni )
XN

j¼1

~��ij�j~nni

¼ �~VV1 �~nni )
XN

j¼1

Aij�j

¼ �~VV1 �~nni; ð8Þ
where Aij is the scalar product of ~��ij and~nni (both
quantities are known because the geometry of the
aircraft is known). If the same boundary condi-
tion is applied at the centroid of every panel (i.e.,
N centroids), a system of N�N linear algebraic
equations is formed with N unknowns, which
are the strengths of the singularities. Once the
strengths are known, using the mathematical ex-
pression corresponding to the used type of sin-
gularity the flow velocity vector at any point of
the flow field can be computed.
In any case the mathematical expression giv-

ing the induced velocity by the singularity at a
given point is different according to the type of
singularity, but the approach described above
remains the same. In our case the singularities
used were vortex lattices, while their induced
velocity vector is given by the Biot-Savart law.

3.2 Results from the aerodynamic
approach and discussion

The purpose of the simulations was to investigate
the influence on the accuracy of the measure-
ments, of the location of the probe on the aircraft,
for various flight conditions. The computation
is performed for different locations of the probe
on the aircraft, as well as for different angles of
attack and aircraft’s flight speed, while the IWC

values measured by the ‘‘Merlin IV’’ were used
as input. The geometry of the aircraft and the
probe is taken into account. Then, the obtained
undisturbed values were compared to those
issued from the RAMS model.
A numerical model of the aircraft and the

probe was made, on an in-house pre-processor,
coupled with the aerodynamic code. The air-
craft’s basic geometry was found in Jane’s World
Aircrafts.

Theoretical calibration of OAP mounted on a given aircraft



Several runs of the aerodynamic code were per-
formed in order to determine the lift coefficient
versus the angle of attack curve of the aircraft. This
curve was compared to the one obtained, using
approximate method (Torenbeek, 1999) in order
to check the flow field computation. The flow
field around the aircraft and the probe was com-
puted for two different angles of attack (AOA)
corresponding to two different flight speeds but
in such a way that the lift was kept constant. This
was done in order to examine the influence of
the aircraft attitude (angle of attack) on the mea-
sured IWC.

Similar approaches were used by King (1985),
Norment (1980), and Norment and Zalosh (1974)
among others. The codes used by the above men-
tioned authors were source-sink panel based and
the flow field around the fuselage was mainly con-
cerned, while in this study the flow field around the
entire aircraft, including the probes, is investigated.

As it is discussed in Sect. 2.3 and was pre-
sented in detail in Mavromatidis and Kallos
(2003), the RAMS model had accurately pre-
dicted the characteristics (e.g., the spatial and
temporal variability of the phenomena and the
cloud geometry) as well as the conditions leading
to the formation of the cloud system under study.
It should be pointed out that the IWC measure-
ments of ‘‘Merlin IV’’ were taken with a probe

located at the nose of the aircraft. At 6 km of
flight altitude a good agreement was found bet-
ween the measured and simulated by the RAMS

IWC values (Fig. 8). For this reason, RAMS out-
puts are taken to be the undisturbed conditions
(reference conditions) at this flight level and
the obtained undisturbed values (from the aero-
dynamic approach) were compared to those re-
sulted from the RAMS. In all cases the procedure
followed was the same, hence the results from
6 km constant flight level (leg 1 in Table 3) pre-
sented here are considered as representative. The
habit of the encountered particles is determined
as a function of the flight level temperature and
was found, according to Pruppacher and Klett
(1997), to be a combination of bullets (specified
as c2a by the above authors).
Figure 9 shows the IWC computed with RAMS

versus the undisturbed IWC values (which are cal-
culated from the aerodynamic approach and based
on the measured IWC) for two different attitudes
and flight speeds for a probe that is located under
the wing. The probe for this approach is placed at
40 cm from the lower wing surface. The higher the
aircraft’s angle of attack (AOA), the higher the
measurement distortion introduced.
Similar results to Fig. 9 are shown in Fig. 10,

but in this case the probe was located either at
the nose region of the aircraft or under the wing.
In the case of the under the wing position the
probe was located either at 40 cm or at 60 cm
under the lower wing surface. As it is shown,
when the probe is located at 40 cm from the lower
wing surface an average measurement distortion
of about 28% is introduced relatively to the case
when the probe is located at 60 cm from the lower
wing surface. In both cases the spanwise and
chordwice location of the probe is the same. The
measurement distortion decreases as the distance
of the probe from the lower wing surface is
increased. This is due to the local flow distortion,
which influences the particle trajectories. It can be
assumed that if the probe was not completely
under the wing, due to local flow distortion, the
differences between measured and calculated
IWC would be more important when the front of
the probe is located close to the leading edge of
the wing. The case for which the probe is located
at the nose is shown in Fig. 11. It can be seen that
the nose position has very little influence on the
measurements as expected due to the local flow.

Fig. 8. RAMS simulated IWC versus measured values for
the first flight leg (6 km constant flight level). The model
values are extracted at the model level that was the closest
to the flight altitude. The solid curve represents the least
square regression line. The least square regression line
equation and the square of the linear correlation coefficient
(R2) are also shown
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The smaller trajectories’ distortion corres-
ponds to flights at 0 degrees of attitude, which
was expected due to the smaller flow distortion in
this case. From these figures, it can be also seen
that in order to compare airborne measurements

at a different probe location on the aircraft, the
flight speed and attitude must be the same for
a given aircraft configuration. In the present
study the probe was located at the nose of the
aircraft.

Fig. 9. IWC computed with RAMS versus the undisturbed IWC values (which are calculated from the aerodynamic approach
and based on the measured IWC) for a probe that is located under the wing. Two different flight conditions (V: flight speed
and AOA: angle of attack) were considered. The diameters of ice crystals were taken equal to 104 microns. The solid curves
represent the least square regression line for each case. The least square regression line equations and the correlation
coefficients (R2) are also shown

Fig. 10. IWC computed with RAMS versus the undisturbed IWC values (which are calculated from the aerodynamic
approach and based on the measured IWC) for same flight conditions and for two different probe locations: under the wing
(two distances from the wing) and nose. The diameters of ice crystals were taken equal to 104 microns. The solid curves
represent the least square regression line for each case. The least square regression line equations and the correlation
coefficients (R2) are also shown

Fig. 11. IWC computed with RAMS versus the undisturbed IWC values (which are calculated from the aerodynamic
approach and based on the measured IWC) for a probe that is located under the nose. Two different flight conditions were
considered: (a) flight speed (V) equal to 163m=s and angle of attack (AOA) equal to 0 degrees, and (b) flight speed (V) equal
to 92m=s and angle of attack (AOA) equal to 4 degrees. The diameters of ice crystals were taken equal to 104 microns. The
solid curves represent the least square regression line for each case. The least square regression line equations and the
correlation coefficients (R2) are also shown

Theoretical calibration of OAP mounted on a given aircraft



4. Conclusions

In this work an attempt was made to propose a
methodology for highlighting some inaccuracies
involved in airborne measurements (cloud micro-
physics) due to the presence of the aircraft, the
flight conditions and the location of the probes on
the aircraft. This methodology could be used to
regularize various airborne measurements for a
given aircraft configuration.

In a first stage, cloud and microphysics simu-
lations performed with the RAMS model were
compared with in situ aircraft measurements.
These comparisons were made to investigate
the performance of the model in the context of
the specific case study. The aircraft data were
collected during 6 flights from a research field
program and were averaged over a 50-s time
interval (approximately 2.5 km of horizontal dis-
tance in x-direction) for comparison with the
model grid data.

In general, the model succeeded in producing
the cloud with the geometrical thickness ob-
served and at the right location. A quantitative
comparison of the simulated and observed tem-
perature field showed high linear correlation. The
verification results for the wind field showed an
overestimation of the simulated wind speed at the
upper flight levels, while it was under-predicted
at the lower altitudes. The comparisons between
the model and measured IWC showed poor
model performance for the small size frozen
water substances (diameters smaller than 25
microns). On the contrary, the modeled IWC

(for diameters greater than 25 microns) compares
quite well to the observations. The linear cor-
relation was almost 0.85:1, without excessive
dispersion.

The undisturbed IWC of a cloud was com-
puted based on its measured value. This approach
consists in the flow computation around the
entire aircraft which carries the probes, including
the probes, followed by an atmospheric particle
trajectories calculation.

It was found that the probe location on the
aircraft as well as the flight conditions lead to
different undisturbed IWC values for a given
measured IWC data set. This suggests that in
order to compare different airborne measure-
ments, it is important that the above parameters
are to be kept constant for a given aircraft con-
figuration. This also means that the probe loca-

tion on the aircraft must be chosen in such a way
that the local flow disturbance is minimal.

Appendix

Fairchild ‘‘Merlin IV’’ aircraft characteristics
(from Meteo France-www.cnrm.meteo.fr)
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Max. endurance 3 up to 5 h (with IFR reserves)
Max. range 2.200 km at 8.000m alt. (1200NM)
Initial climb 22.000 ft (6.700m)
Max. altitude 24.500 ft (7550m)
Min. altitude Over water:200 ft (62m) for 60Nm

or 500 ft(155m) during 15 minutes
Over land: 150 ft(46) for 60Nm or
500 ft(155m) during 15 minutes

Speed 75–135m=s
Max. payload 500 kg
Crew 2 aircrewþ 1 technician up to

2 scientists
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